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: ?
Mi az a Slurmz? slurm

» SLURM: Slurm Workload Manager (Simple Linux Utility for Resource
Management)

» A Slurm egy nyilt forraskodu, hibatliro és nagymeértéekben skalazhato furtkezelo
és feladatiitemezo rendszer. \

» Szuperszamitogépeken, klasztereken alkalmazzak
» Harom f6 funkcidja van:
» Kizarolagos eroforrast képes rendelni adott felhasznalohoz adott idore

» Keretrendszert (parancsokat) biztosit a job-ok inditasahoz, torléséhez és
felugyeletéhez.

» Nyomon koveti az 0sszes feladatot, hogy mindenki hatékonyan hasznalhassa az' |
osszes eroforrast anélkiil, hogy egymast hatraltatnak.

» Alaprendszer bovitményekkel bovitheto

» MPI, Konténeres kornyezet, sajat logikan m(ikodo litemezo, stb.
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A Slurm architekturaja

slurmd démon: minden egyes (worker) node-on fut
slurmctld démon: a master node-on fut (management node)

slurmdbd démon: adatbazis, mely a felhasznalokezelésért felel (opcionalis)

\
\

vV v. v Vv

Slurm parancsok: a slurm-on beluli parancsok a teljes furton beliil (master és worker')= '
node-okon egyarant futtathatoak y

Controller daemons

Azonos jelentéssel birnak:
» Master node = Management node = Controller node

» Worker node = Compute node

slurmd  slurmd . slurmd

Compute node daesmons
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Referencia architekturak célja

» Komplex virtualis infrastrukturak kiépitése automatizalt modon az
ELKH Cloud-on. Az alabbi kritériumoknak magas minGségben valo
megfelelés:

» Elosztott
» Hibatlird
» Biztonsagos
» Skalazhato
» Egyszerisitett felhasznalas tesztrendszer és elesrendszer
felépitésére
» Minimalis LINUX és felh6 ismereti tudas sziikséges!
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A Slurm architekturaja

SlurmCTLD

démon

TR Werker wede T Werkar mode
SlurmDBD SlurmD démon B SlurmD démon
démon

Workernode ¢ i  Worker node

SlurmD démon SlurmD démon

ELKH Cloud




Occopus

Infrastruktura leiro
(infrastructure
description)

\/_

leirok

» Csomopontok
« Valtozok

o Skalazas

« Fliggoségek

infra_name: slurm-cluster
user_id: somebody@somewhere

nodes:
- &M

name: slurm-master
type: slurm_master_node

- &S

name: slurm-worker
type: slurm_worker_node

scaling:
min: 2
max: 10
variables:

mungeversion:
slurmversion:

dependencies:

connection

0.5.13-2buildl
19.05.5-1

[ *S, *M ]

ELKH Cloud




'node_def:slurm_master_node':

resource:
type: nova

7 7 endpoint: replace_with_endpoint_of_nova_interface_of_your_cloud R
OC CO p u S le] ro k project_id: replace_with_projectid_to_use KH Cloud
user_domain_name: Default
image_id: replace_with_id_of_your_image_on_your_target_cloud
, network_id: replace_with_id_of network_on_your_target_cloud
« Csomopontok flavor_name: replace with_id_of_the_flavor_on_your_target_cloud
e Valtozok key_name: replace_with_name_of_keypair_or_remove

Sy s securit roups:
« Skalazas y_group

Infrastruktura leird

(infrastrucﬂJJre AR - rgplage_with_secuTity_group_to_addTor_Temove_section
description) ° Fuggosegek floating_ip: add_yes_if_you_need_floating_ ip_or_remove
floating_ip_pool: replace_with_name_of_floating_ip_pool_or_remove
contextualisation:

type: cloudinit
\/ context_template: !yaml import

url: file://cloud_init_slurm_master.yaml

« Eroforras definialas healt:-Chec'“
oY ports: ce.
» Kontextualizacio - 8080 'node_def:slurm_worker_node':
Csomopont leiro | *Allapot ellendrzes timeouts 1000 1 7 cource:
(Node definition) | ¢ Konfiguracios type: nova
menedzsment endp?ointf r‘eplace_with_endpoi‘nt_c‘J-F_nova_inter‘face_o-F_your‘_c101
project_id: replace_with_projectid_to_use
user_domain_name: Default
image_id: replace_with_id_of_your_image_on_your_target_cloud
\_/ network_id: replace_with_id_of_network_on_your_target_cloud

flavor_name: replace_with_id_of_the_flavor_on_your_target_clol
key_name: replace_with_name_of_keypair_or_remove
security_groups:

- replace_with_security_group_to_add_or_remove_section

contextualisation:

type: cloudinit
context_template: !yaml_import

url: file://cloud_init_slurm_worker.yaml

health_check:

ping: False
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Megoldas hasznalatanak lepései

Felhasznalo feladatkore: 0-1. lépés

0. Lépés: Elékészités (ELKH Cloud projekt, Ures Ubuntu VM elinditas) } Csak elsé alkalommal

1. Lépés: Occopus telepités/konfiguralas a virtualis gépen kell beallitani.

2. Lépés: Leirok letoltése a virtualis gépre

Occopus/ELKH Cloud weboldala Referencia architekturanként

.. . , , , __az Occopus-os gépen 1x kell bé
3. Lépés: Tizfalszabalyok létrehozasa

ELKH Cloud OpenStack feliiletén 2-4. lépés

4. Lépés: Leirok személyre szabasa a virtualis gépen

5. Lépés: Occopus aktivalasa
S source ~/occopus/bin/activate

6. Lépés: Leirok importalasa Occopus szamara 5-7. lepes

-i t nodes/node_definitions.yaml -
S occopus-import nodes/node_definitions.yam 1-1 sor kéd

Leirok II

Occopus

7. Lépés: Infrastruktura kiépitése
S occopus-build --parallelize infra-slurm-cluster.yaml

ELKH Cloud

8. Lépés: Infrastruktura hasznalata

(9. Lépés: Infrastruktura leallitasa)



2. lepes: leirok letoltése

Felhasznalast segito szolgaltatasok

Arendelkezésre allo referencia architekturak és leirasuk: :

= QOccopus cloud orchestrator inditasa

®  JupyterLab

® DataAvenue

® Cloud alkalmazasokat tamogaté portal inditasa
= Flowbster - Autodock Vina

= CQueue klaszter

®  Docker-Swarm klaszter kiépitése (Frissités: ELKH Cloud - Microsoft Azure hibrid felhd

tamogatdssal)
® Kubernetes klaszter
®  Apache Hadoop klaszter kiepitése
®  Apache Spark klaszter RStudio stack-el

®  Apache Spark klaszter Python stack-el {Frissités: ELKH Cloud - Microsoft Azure hibrid

fetho tamogatassal)
&  TensorFlow, Keras, Jupyter Notebook stack

®  TensorFlow, Keras, Jupyter Notebook GPU stack (Frissités: ELKH Cloud - Microsoft

Azure hibrid fethd tamogatdssal)
® Horovod klaszter

= Kafka klaszter

®  Slurm klaszter

¢ ELKH Cloud

1

idoma

Rolunk ~  Aktualitasol

Az ELKH Cloudrol
ELKH Cloud

Csatlakozas

Szolgaltatasok

https://science-cloud.hu/felhasznalast-segito-szolgaltatasok

Slurm klaszter

Slurm referencia architektura

Attekintés:

A Slurm az egy nyilt forraskodu. hibat(ird és jol skalazhato klaszterkezeld és job (temezo
rendszer. melyet kis- illetve nagymereta Linux alapu furtdkhoz keszitettek. A Slurm
mukodesehez nincs szukseg kernelmodositasokra es tobbnyire onalloan mukodik. Mint
workload menedzser. a Slurm harom 6 funkcioval rendelkezik:

® Az er6forrasokhoz (compute node-ok / worker-ek) kizarolagos vagy nem kizarolagos
hozzaférest rendel a felhasznalok szamara a munkavegzes idejére.

®  Kész megoldast kinal az allokalt node-ok halmazan (altalaban parhuzamos médon) a
munka kezdeti, vegrehajtasi és monitorozasi fazisaban egyarant

s  Kllonvalasztja az eroforrasokert folyo vitat a folyamatban levo munka kezelésétol

Hasznalati és telepitesi utmutaté:

https:#/occopus.readthedocs.io/en/latest/tutorial-building-clusters.html#slurm-cluster




Slurm cluster

Y 4 V 4 Y 4 Y 4 L) Y 4
[ Slurm is an open source, fault-tolerant, and highly scalable cluster management and job scheduling
° ° ] system for large and small Linux clusters. Slurm requires no kernel modifications for its operation

and is relatively self-contained. As a cluster workload manager, Slurm has three key functions:

+ First, it allocates exclusive and/or non-exclusive access to resources (compute nodes) to
users for some duration of time so they can perform work.

» Second, it provides a framework for starting, executing, and monitoring work (normally a
parallel job) on the set of allocated nodes.

«+ Finally, it arbitrates contention for resources by managing a queue of pending work.

Slu rm klaszte r leirésa : This tutorial sets up a complete Slurm (version 19.05.5) infrastructure. It contains a Slurm
. Management (master) node and Slurm Compoute (worker) nodes, which can be scaled up or down.
https://occopus.readthedocs.io/en/latest/tutor

1al'bU1ld]nQ'ClUSterS.html#Slurm'ClUSter / Managament node Compute Compute \
Node Node
SlurmDBD
‘ NFS mount NFS mount
m SlurmD daemon SlurmD daemon
| NFS Server Slurm Worker VM Slurm Worker VM
SlurmCTLD daemon
Slurm Master VM Compute Compute
Node Node
\ NFS mount NFS mount
g SlurmD daemon . SlurmD daemon
Slurm Worker VM Slurm Worker VM

\ELKH Cloud /

Figure 2. Slurm cluster architecture

Features
« creating two types of nodes through contextualisation
«+ utilising health check against a predefined port
« using cron jobs to scale Slurm Compute nodes automatically

Prerequisites

« accessing an Occopus compatible interface
« target cloud contains an Ubuntu 18.04 image with cloud-init support

Download

You can download the example as tutorial.examples.slurm .




3. lepés: Tuzfalszabalyok osszegzese

Ajanlott tlizfalszabaly Slurm referencia architekturakra esetén

T

ELKH Cloud
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Direction

Egress

Egress

Ingress

Ingress

Ingress

Ingress

IP Protocol

Any

Any

TCP

TCP

TCP

TCP

Port Range

Any

Any

1-65535

1-65535

22 (S8H)

6819

Remote IP Prefix

0.0.0.0/0

=70

Your IP address
123.45.67.89/32

192.168.0.0/24

0.0.0.0/0

Occopus VM - Floating IP

(opcionalis)
Pl. lekérdezés
(harmadik feltol)

Kimeno forgalom

S curl ifconfig.me
092.21.242.26
Slurm cluster oldali kommunikacio

I

SSH hozzaférés |

v v ¥

Occopus allapot ellendrzés




4. lépes: Leirok szemelyre szabasa - klaszter
méretének beallitasa

Ha sziikséges, frissitse a Slurm dolgozo (worker)
csomopontok szamat!

Ehhez szerkessze at az infra-slurm-cluster.yaml fajlt és
modositsa a ,,min” és ,,max” parametereket a ,,scaling”
kulcsszo alatt.

» Askalazas az az intervallum, amelyben a csomopontok
szama megvaltozhat (min, max). Jelenleg a minimalis
érték 2-re van allitva (ami az inditaskor a kezdeti szam
lesz), és a maximalis értéke 10.

» Ne feledje, hogy az Occopusnak legalabb egy csomopontot
el kell inditania minden egyes csomoponttipusbol, hogy az
infrastruktura megfeleléen miikodjon, valamint a skalazas
csak a Slurm dolgoz6 (worker) csomopontokon
alkalmazhato ebben a példaban!

Haladd felhasznaldk itt tudjak atirni az eltéro verzioja Ubuntu {
rendszerekbe beépitett package telepitok verzidoszamait.

Tovabbi informaciok:
https://pkgs.org/download/slurmctld

nodes:
- &M

- &S

scaling:

min: 2

variables:

name: slurm-master
type: slurm_master_node

name: slurm-worker
type: slurm_worker_node
max: 10
mungeversion: ©.5.13-2buildl

slurmversion:
dependencies:

19.05.5-1

connection: [ *S, *M ]

T

ELKH Cloud




4. lépes: Leirok szemelyre szabasa

Csomopont definicios fajl (nodes/node_definition.yaml)

ELKH Cloud

Tamogatott operacios rendszer: Ubuntu 20.04

Nova eroforras szekcio:

'node_def:slurm_master_node': 'node_def:slurm_master_node"':
resource: resource:
type: nova type: nova
endpoint: replace_with_endpoint_of_nova_interface_of_your_cloud endpoint: https://sztaki.cloud.mta.hu:5000/v3
project_id: replace_with_projectid_to_use project_id: caml6db63ddf47a98045ef9c726vggbp
user_domain_name: Default user_domain_name: Default
image_id: replace_with_id_of_your_image_on_your_target_cloud image_id: zgsfldc3-b6d5-4b15-942e-61le0ef218dk

network_id: replace_with_id_of_ network_on_your_target_cloud
flavor_name: replace_with_id_of_the_flavor_on_your_target_cloud
key_name: replace_with_name_of_keypair_or_remove
security_groups:

- replace_with_security_group_to_add_or_remove_section
floating_ip: add_yes_if_you_need_floating_ip_or_remove

network_id: 3yqqqgelc-858c-4047-a48a-e2fabond547
flavor_name: 3

key_name: key_name
security_groups:

- f7d8dc12-fd7a-4d69-ba8d-c1f11c9b5b73
floating_ip: yes

floating_ip_pool: replace_with_name_of_floating_ip_pool_or_remove contextualisation:
contextualisation: type: cloudinit
type: cloudinit context_template: !yaml_import
context_template: !yaml_import url: file://cloud_init_slurm_master.yaml
url: file://cloud_init_slurm_master.yaml health_check:
health_check: ports:
ports: - 6819
- 6819 timeout: 1000

timeout: 1000

https://occopus.readthedocs.io/en/latest/user-doc-collecting-resources.html#openstack-horizon-nova
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5-6. lepées: Occopus aktivalasa

Az 5. lépésben aktivaljuk az Occopus virtualenv-et
(ha még nem tortent meg):

ubuntu@occo:~/slurm-cluster$ source $HOME/occopus/bin/activate

(occopus)| ubuntu@occo:~/slurm-cluster$

A 6. lépésben importaljuk be a leiro mappajabol a
megfelelo fajlt:

\

(occopus) ubuntu@occo:~/slurm-cluster$ occopus-import nodes/node_definitions.yaml
Successfully imported nodes: slurm_master_node, slurm worker node

Fontos!
Minden médositaskor ujra kell importalni a leiré fajlokat a 6. |épés szerint.
A nodes mappaban lévo tovabbi fajlokat csak sajat felelésségre szerkesszék.




7. lepés: infrastruktura kiepitese

Az alabbi parancs segitségével megkezdhetjik a klaszter felépitését:
$ occopus-build --parallelize infra-slurm-cluster.yaml

Tipp: occopus-build --parallelize infra-slurm-cluster.yaml (parhuzamos VM
kiépités, az egymastol fliggetlen VM-ek esetében)

—

T

ELKH Cloud

* %k

* %
* %
k3
k%
k%
* %
* %
* %
k 3k

$ occopus-build --parallelize infra-slurm-cluster.yaml

2021-02-17 17:07:21,391

2021-02-17
2021-02-17
2021-02-17
2021-02-17
2021-02-17
2021-02-17
2021-02-17
2021-02-17
2021-02-17

17:
17:
17:

17

17

25
25
25

125
17:
17:
17:
17:
125

25
25
25
25

104,184
105,360
105,371
105,371
105,373
105,373
105,376
105,409
105,413

Creating node 'slurm-master'/'@b8269fe-78ec-47fc-8cdb-7195209e5123’

Health checking for node 'slurm-master'/'@b8269fe-78ec-47fc-8cdb-7195209e5123"
Checking node reachability (0b8269fe-78ec-47fc-8cdb-7195209e5123):
193.224.59.67 => ready
Checking port availability (@b8269fe-78ec-47fc-8cdb-7195209e5123):
6819 => ready
Health checking result: ready
Node 'slurm-master'/'@b8269fe-78ec-47fc-8cdb-7195209e5123"' is ready.
Creating node 'slurm-worker'/'50c7cfe9-4c3c-4928-81e6-d58323ble2b2’
Creating node 'slurm-worker'/'98a82e45-6bf2-4cb9-9ead-953bed435bd7"’




7. lepés: infrastruktura kiepitese

Instances

ELKH Cloud

Instance ID =+ Filter & Launch Instance ® Delete Instances More Actions «
Displaying 3 items
O Instance Name Image Name IP Address Flavor Key Pair  Status Availability Zone  Task Power State Age Actions
(O slurm-master-3b804a5  Ubuntu 20.04 193.6.16.174 m1.medium emodi Build ' nova S- No State 0 minutes Associate Floating IP =
pawning
{
| |
Instance ID =+ Filter & Launch Instance @ Delete Instances More Actions ~
Displaying 3 items
O  Instance Name Image Name IP Address Flavor Key Pair  Status Availability Zone Task  Power State  Age Actions
(0 slurm-master-3b804a5 Ubuntu 20.04 193.6.16.174 mi.medium  emodi Active «' nova None Running 0 minutes Create Snapshot | ~




7. lepés: infrastruktura kiepitese

ELKH Cloud

Instances

Instance ID =~ Filter & Launch Instance i Delete Instances More Actions
Displaying 5 items
O  Instance Name Image Name IP Address Flavor Key Pair  Status Availability Zone  Task  Power State  Age Actions
(O  slurm-worker-d8911ce Ubuntu 20.04 193.6.16.158 m1.medium  emodi Active ' nova None Running 0 minutes Create Snapshot =~
O  slurm-worker-f284334 Ubuntu 20.04 193.6.16.159 m1medium  emodi Active  «' nova None  Running 0 minutes Create Snapshot = ~

(0 slurm-master-3b804a5 Ubuntu 20.04 193.6.16.174 mi.medium  emodi Active ' nova None Running 3 minutes Create Snapshot  ~
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7. lepés: infrastruktura kiepitese

» Sikeres lefutas utan a Virtualis'sepekiP cimei, node ID-jai,

valamint az infrastruktura azonositoja megjelenik a log
uzenetek aljan, listaba szedve.

» Az infrastruktUra azonositoja elmentheto, vagy lekérdezheto az
occopus-maintain parancs segitségével.:

** 2021-02-17 17:26:33,041 Submitted infrastructure: 'c8553539-42c9-40b1-97bc-d53ab8947ca7’
** 2021-02-17 17:26:33,127 List of nodes/instances/addresses:

** 2021-02-17 17:26:33,127 slurm-worker:

** 2021-02-17 17:26:33,128 50c7cfe9-4c3c-4928-81e6-d58323ble2b2:
*% 2021-02-17 17:26:33,128 198.124.39.182

** 2021-02-17 17:26:33,128 98a82e45-6bf2-4cb9-9ead-953bed4435bd7:
*% 2021-02-17 17:26:33,128 198.124.39.144

** 2021-02-17 17:26:33,129 slurm-master:

** 2021-02-17 17:26:33,129 0b8269fe-78ec-47fc-8cdb-7195209e5123:
** 2021-02-17 17:26:33,129 198.124.39.67
€c8553539-42c9-40b1-97bc-d53ab8947ca7




8. lepes: Az infrastruktura hasznalata

» A Slurm Master-re kapcsolodjunk ra SSH-n keresztil kiils6 IP cim segitségével.
» Néhany alapveto parancs a Slurm-ben:

» sinfo: attekintést ad a furt altal kinalt er6forrasokrol
(akkor muikodik, ha van min. 1db worker)

» squeue: az eréforrasok jelenleg mely job(ok)-hoz vannak hozzarendelve

» Az sinfo alapvetden a rendelkezésre allo particiokat listazza.

Egy particio compute node-ok egy logikai csoportjat foglalja magaban.

ubuntu@slurm-master-61f21c0:~$ sinfo
PARTITION AVAIL TIMELIMIT NODES STATE NODELIST
debug* up infinite 2 idle slurm-worker-6c7eabe,slurm-worker-dff6leb

» Az abran a mi particionk a debug*. A csillag az alapértelmezett particidra utal.

root@slurm-master-9b63b65:/storage# ls

2.txt slurm
root@slurm-master-9b63b65:/storage# cat 2.txt
slurm-worker-bfce264

slurm-worker-2cdcff9

root@slurm-master-9b63b65:/storage# srun -J test.job -n 2 --ntasks-per-node 1 -o /storage/%j.txt hostname

T

ELKH Cloud




Az infrastruktura skalazasa

Az Occopus segitségével az infrastrukturak felfelé vagy lefelé skalazhatoak.
» Felfelé skalazas: amikor egy vagy tobb (j node-ot adunk a klaszterhez

» Lefelé skalazas: amikor egy vagy tobb meglévo node-ot torliink a klaszterbol

Skalazasi kérelem az Occopus-ban:

» occopus-scale -n slurm-worker -c COUNT -i INFRA_ID

\ I\ )\ )
L., 1 Y
Skaglazando Az infrastruktura
csomopont neve azonositéja

A skalazandé node-ok
szama, mely iranyat a szam
eléjele adja meg (+/-).

A skalazasi kérelem végrehajtasa:

» occopus-maintain -i INFRA_IDl

Y
A cél infrastruktura azonositéja.

\

T

ELKH Cloud
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Az infrastruktira skalazasa

Felfelé skalazaskor a Slurm referencia architektura mikodése:
» Az Occopus létrehozza a kért worker node-okat
» A worker node-ok telepitése és beallitasa utan csatlakoznak a master node-hoz

» A master Ujrainditja a Slurm szolgaltatasokat, majd megjelenik az (j node

Lefelé skalazaskor a Slurm referencia architektura mikodése:
» Az Occopus torli a kért worker node-okat

» A master par perc mulva érzékeli, hogy nem érhetdek el a worker node-ok

» torlésre kerilnek a node listabol
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Infrastruktura torlése '

» Az infrastruktira lebontasahoz sziikségiink lesz az infrastruktura ID-ra. Az ID-
nak a beszerzésére az alabbi mddokon van lehetdség:

» Az infrastruktlra felépités végénél az Occopus kiirja:

** 2021-02-17 17:26:33,127 slurm-worker:

** 2021-02-17 17:26:33,128 5ec7cfe9-4c3c-4928-81e6-d58323ble2b2:
** 2021-02-17 17:26:33,128 198.124.39.182

** 2021-02-17 17:26:33,128 98a82e45-6bf2-4cb9-9ead-953bed435bd7:
** 2021-02-17 17:26:33,128 198.124.39.144

** 2021-02-17 17:26:33,129 slurm-master:

** 2021-02-17 17:26:33,129 @b8269fe-78ec-47fc-8cdb-7195209e5123:
** 2021-02-17 17:26:33,129 198.124.39.67

| c8553539-42c9-40b1-97bc-d53ab8947ca7 |

» Az Occopus altal menedzselt infrastruktlrak lekérése: $ occopus-maintain -l

(occopus) ubuntu@occo:~$ occopus-maintain -1

Using default configuration file: '/home/ubuntu/.occopus/occopus_config.yaml’
Using default authentication file: '/home/ubuntu/.occopus/auth_data.yaml'

** 2021-02-19 07:45:09,861 Starting up; PID = 12555

list of active infrastructure:

€8553539-42¢c9-40b1-97bc-d53ab8947ca7




Infrastruktura torlése

Az infrastrukturat az $ occopus-destroy -i <infralD> paranccsal torolhetjiik ki.

(occopus) ubuntu@occo:~$ occopus-destroy -i ¢8553539-42c9-40b1-97bc-d53ab8947ca7
Using default configuration file: '/home/ubuntu/.occopus/occopus_config.yaml'
Using default authentication file: '/home/ubuntu/.occopus/auth_data.yaml’

*¥* 2021-02-17 19:26:21,112 Starting up; PID = 1787

** 2021-02-17 19:26:21,114 Start dropping infrastructure c8553539-42c9-40b1-97bc-d53ab8947ca7
** 2021-02-17 19:26:21,259 Dropping node 'slurm-worker'/'50c7cfe9-4c3c-4928-81e6-d58323ble2b2’
** 2021-02-17 19:26:22,440 Dropping node 'slurm-worker'/'98a82e45-6bf2-4cb9-9ead-953bed4435bd7"’
** 2021-02-17 19:26:23,309 Dropping node 'slurm-master'/'@b8269fe-78ec-47fc-8cdb-7195209e5123"

** 2021-02-17 19:26:24,184 IFinished dropping infrastructure c8553539—42c9—40b1—97bc-d53ab8947ca7I




Osszefoglalas
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ELKH Cloud

A Slurm referencia architektura mikodése
A referencia architektura kiépitése
A Slurm hasznalata és a legfontosabb parancsok

A kilonboz6 miikodokepes Big Data/MI/konténer/workload menedzser
kornyezetek létrehozasat automatizaltan, az Occopus eszkoz
segitségével épitjuk ki

A kiépitéshez nem sziikséges mély informatikai, halozati, vagy a

o 7/ o /

Az eddig osszeallitott kornyezetek (Hadoop, Spark, Tensorflow, Slurm,
DataAvenue, Horovod, Kafka) referencia architektura formajaban
elérhetok és kiprobalhatok az ELKH Cloud-on

ELKH Cloud technikai support:

info@science-cloud.hu



Koszonom a figyelmet!




