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Mély neuralis halozatokon alapulod gépi
tanulasi algoritmusok
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ELKH Cloud

Adatok

» Data Science, Big Data Artificial Intelligence

» Nagy mennyiségl adat tarolasa, kezelése,
feldolgozasa

» Nagy szamitasigenyu feladat Data Mining

» Felhok, szuperszamitogépek sziikségesek

Data Science



Gepi tanulas

Jellemzoen két nagy csoportra szokas bontani:
» Feliigyelt tanulas

» Felligyelet nélkili tanulas

Felligyelt tanulas esetén rendelkezésre allnak olyan tanitomintak, ahol ismert az
elvart kimenet is, igy tanitaskor mérheto a pontossag.

Felligyelet nélkiili tanitas esetén cimkézetlen adatok kozotti osszefliggések
felismerése a cél, amely jellemzoen csoportositast, klaszterezést jelent.

ELKH Cloud



Megerositéses tanulas

A gépi tanulas egy kiilonleges kategodriaja a megerdsitéses tanulas: ebben az
esetben a feladat egy ligynok dinamikus kornyezetben valé dontéshozatalanak
optimalizalasa a kornyezettol kapott jutalmak maximalizalasara.

Tipikus példak ilyen esetekre a kiilonb6z6 jatékokat automatikusan jatszo
mesterséges ligynokok, vagy épp a Go-vilagbajnokot legy6z6 szamitogépes
program.
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Gépi tanulas
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A mesterseges neuron

A mesterséges neuronok a biologiai neuron altal ihletett egyszer(, bemenettel és
kimenettel rendelkezo feldolgozd egységek

A neuron az egyes bemenetekhez sulyértékeket tarol, amelyekbdl sulyozott

osszeget kalkulal:
N
y = z WiXi
i=1

Ahol y a kimenet, x; az N darab bemeneti paraméter i-edik eleme, w; pedig az
ehhez tartozé sulyérték.




A mesterseges neuron

N
y= z WiXi
i=1

A neuron tanitasa a w; paraméterek olyasfajta modositasat jelenti, hogy a
kimeneti y érték hibaja minimalis legyen.
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A neuralis halozatokrol diohéjban

Neuralis halozatoknal tradicionalis felépités a tobbrétegl elérecsatolt haldzat,
ahol tobb neuron rétegekbe rendezve keriil 6sszekapcsolasra.

Ezen haldézatok esetén az egyes rétegek neuronjainak kimenetei a kovetkezo
réteg minden bemenetére lesznek rakotve, kezdve a bemeneti paraméterek
szamaval azonos méretld bemeneti réteggel.
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ELKH Cloud

Erdemes észrevenni a tanithato paraméterek szamanak alakuldsat: a sarga szinnel abrazolt
ugynevezett rejtett réteg 7 neuronbdl all, amelyek mindegyike 5 bemeneti paramétert kap, amel
igy 0sszesen 35 tanithato paramétert jelent. ey

A rétegekben egy tovabbi, eltolas (bias) nevd, tanithatd paramétert is rendelnek az egyes
bemenetekhez. B



A neuralis halozatokrol diohéjban

N
A] = @ ZWixi +b
i=1

Ahol 4; jeldli a j. neuron aktivacidjat, ¢ az aktivacios flggvényt, w;, x; az i. suly

és bemenet értékeket, b pedig az eltolast.

» Bar a paraméterszam novekszik, € Sigmoid
rétegli haldozatok egyértelmiien jolg(x) = 1+1—w
kinyerésében ¢

» A mélyebb rétegek osszetettebb jetanh

Ha megnoveljiik a rétegszamot, aktanh(zx)
halozatokrol beszélni

RelLU
max (0, )

ELKH Cloud
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Mely Neuralis Halozatok

Simple Neural Network

@ nput Layer () Hidden Layer @ Output Layer

https://thedatascientist.com/w}



Mely Neuralis Halozatok

» A mély halozat tobb rétegbdl all, a rétegekben nagy szamban vannak
tanithato paraméterek

» A tanitashoz nagy szamu tanitominta sziikséges (Big Data)

» Ha nincs elégséges szamu tanitominta, akkor lehet hogy a tanitasi adatokra
tulsagosan illeszkedni fog a modell, és igy nem altalanosit majd jol (overfitting)

A tanitas folyamata igy memoriaigényes, és a szamitasi komplexitas magas

» A feladat azonban nagyszerien parhuzamosithaté multiprocesszoros
kornyezetben, kifejezetten GPU gyorsitokkal

ELKH Cloud




A mély tanulas szamitasi komplexitasa

» A mini batcheken alapuld backpropagation algoritmust lehetséges
adatparhuzamosan implementalni

» Erre nagyszer(i eszkoz a grafikus gyorsitd, amely tobb ezer miiveletvégz6
egységgel rendelkezik

» A 2010-es évek elején jelentek meg az els6 GPGPU-implementaciok

» A hardvergyartok esetenként mar dedikaltan multiprocesszoros
feldolgozasra terveznek eszkozoket

» Nem grafikai renderelésre, hanem kutatashoz késziilnek

» Ezen koltséges eszkozok beszerzése helyett felh6 alapu, igény szerint
torténd felhasznalasuk a logikus

https://www.nvidia.com/en-eu/geforce/g
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Elosztott feldolgozas

» A fizikai korlatok elérésekor érdemes elgondolkodni a
horizontalis skalazason, azaz a feladat részfeladatokra
bontasan és elosztott feldolgozasan

» A backpropagation algoritmus esetén sajnos ez nem
trivialis

Data Store

ELKH Cloud

» Az adatdekompozicion alapuld megkozelités népszerd,
és konnyen implementalhato gﬁ

» A modellrél masolatok késziilnek klaszter minden
elemére

» Minden allomason lezajlik a tanitas egy-egy kotegnyi
tanitomintan
1. Read Data

» A kiszamolt gradiensek megosztasra keriilnek egymassal,
a sulyparaméterek egyiitt keriilnek modositasra
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Elosztott mely tanulas ‘

» Az elosztott mély tanulas sarokpontja a kommunikacio

» A gradiensek cseréje és a paraméterek modositasa koltséges is lehet

» Nagyobb, mélyebb modell tobb paramétert jelent, amely nagyobb atviteli koltséget eredm\fny

\

» Léteznek megoldasok, amelyek magas hatékonysagot igérnek a skalazashoz \

\
Mély tanulasi klasztert nem érdemes sajat eszkozokbél kialakitani, az id6 Jelentos
részében kihasznalatlan lenne - éppen erre j6 a felho -‘

Training with synthetic data on NVIDIA® Pascal™ GPUs
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Alkalmazasok

» Ajanlérendszerek
» Anomalia detektalas
» Gépi latas
» Képi adatok feldolgozasa
» Tobbosztalyu klasszifikacio
» Természetes szoveg feldolgozas
» Beszéd felismerés
» SzOveg generalas

» Tartalomgeneralas

T
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Word2Vec, text recognition

» Hogyan miikodnek a chatbotok?
» A neuralis halézatok bemeneteként tovabbra is szamérték adhaté meg

» Aszavak vektorokka alakitasa az elofordulasuk és kornyezetiik alapjan
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OpenAl text generation

» GPT-3
» Avilaghalon elérhet6 szovegek alapjan végzett ,,0nallo” tanulast

» Az informaciokat kigyljtotte és egy osszetett allapottérben tarolja

William Shakespeare

Transformer Al poetry: Poetry classics as reimagined and rewritten by an artificial mtelhgel:me
“Sonnet 18"
William Shakespeare
- Shall I compare thee to a summer’s day?
Thou art more lovely and more temperate:
Rough winds do shake the darling buds of May,
And summer’s lease hath all too short a date;
A winter's day, when beams of sun are few_r,
And skies are grey with clouds intemperate,
Is to thy beauty somehow sordid grown.
Her lovely-lovely eye is quite shut up,
Like windows pale before a sunny shower.
The earth that’s cold and moist, like to my mistress,
When once that she unbrac'd, her lovely jewel,
Grows as both ugly and uncourtly.
Poor soul, the center of my motley host,
See, now they request thy sovereign presence;
The din of merry hearts hath brought me thus
To greet thee, thou unsoild and saint-like beauty.
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Generative Adversarial Networks

» lan Goodfellow, Yoshua Bengio et al

» Generator vs Discriminator
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,,Any sufficiently advanced technology is indistinguishable from magic.”
Arthur C. Clarke, 1973

Koszonom a figyelmet!




