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GPU erőforrás az ELKH Cloud 

SZTAKI ágán

• 40db Nvidia Tesla V100 32GB GPU kártya a SZTAKI ágon

• A GPU kártyák virtualizált módon kerülnek kiosztásra a virtuális gépekhez

• vGPU használata

• Nvidia Grid technológia

• A GPU kártyák memória alapján kerülnek felosztásra

• Az egyes virtuális gépek dedikáltan a GPU kártyák egy szeletéhez (vagy a teljes kártyához) férnek 

hozzá

• Egy virtuális géphez egy darab vGPU rendelhető

• GPU erőforrás használatához előkészített alap képfájl tartozik, amely tartalmazza a szükséges GPU 

drivert

• Megfelelő flavor választása szükséges a GPU erőforrás használatához – g2.* flavor

• A projekt regisztráció során szükséges a GPU igényeket is megadni
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GPU erőforrás használata

Virtuális gép

Adatok

Kötet*

ELKH Cloud

Docker CE

Jupyter

TensorFlow

vGPU

*opcionális, de javasolt felhasználás
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GPU erőforrás használata – képfájl

• GPU erőforrás használatához az Ubuntu 20.04 LTS – NV képfájlt szükséges 

használni

• Ubuntu 20.04-es operációs rendszer

• GPU drivert tartalmaz

• A driver a virtuális gép első indítása után kerül telepítésre, csak ezt követően használható a GPU 

kártya, ez a folyamat 1-2 percet vesz igénybe

• Docker CE-t tartalmaz

• A GPU kártya elérhető a Docker konténerekből is – javasolt felhasználás

• Javasolt minimum 16GB-os alapkötetet létrehozni
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GPU erőforrás használata – flavor

Flavor neve VCPU RAM GPU RAM

g2.large 4 16GB 8GB

g2.xlarge 8 32GB 16GB

g2.2xlarge 16 64GB 32GB
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GPU erőforrást tartalmazó virtuális 

gép létrehozása

• Távoli elérés biztosítása

• SSH kulcs generálása vagy meglévő kulcs feltöltése

• Biztonsági csoport létrehozása, a távoli elérés biztosításához

• TCP 22 és 8888 portok szükségesek

• Virtuális gép létrehozása

• Ubuntu 20.04 LTS - NV forrás képfájl felhasználása

• g2.* flavor választása a szükséges GPU méret 

függvényében

• Minimum 16GB-os kötet használata

• A korábban létrehozott biztonsági csoport kiválasztása

• Generált vagy feltöltött kulcs hozzáadása

• Kötet hozzárendelése

• Távoli eléréshez Floating IP hozzárendelése
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Csatlakozás a létrehozott virtuális 

géphez

• Töltsük le és telepítsük a PuTTY programot:

• https://www.putty.org

• A programot elindítva adjuk meg a következőket:

• Host Name: a virtuális gép külső IP címe

• Port: a géphez kapcsolódó SSH port, alapból 22-es

• A generált és letöltött vagy már meglévő privát kulcs 

felhasználása, amelynek publikus párját

hozzáadtuk a virtuális géphez

• Csatlakozás a virtuális géphez 
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GPU driver telepítésének 

ellenőrzése

$ sudo tail -f /var/log/cloud-init-output.log
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GPU erőforrás ellenőrzése

$ docker run --rm --gpus all nvidia/cuda:11.0-base nvidia-smi

9



GPU erőforrás használata Jupyter 

Notebook segítségével

$ docker run -d --restart always --gpus all -p 8888:8888 -e JUPYTER_PASSWORD=elkhcloud --name 
jupyterlab sztakilpds/tensorflow:2.4.2-gpu-jupyterlab
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Belépés a Jupyter Notebook 

felületre

A JupyterLab

indításakor megadott 

jelszó, pl: elkhcloud

A virtuális gép 

indításakor megadott 

Floating IP cím
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GPU erőforrás elérhetősége
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GPU erőforrás használata
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www.elkh.org


