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GPU eroforras az ELKH Cloud ) O stk GEREnEr  ELKH g

SZTAKI égén ELKH Cloud

* 40db Nvidia Tesla V100 32GB GPU kartya a SZTAKI agon

» A GPU kartyak virtualizalt médon kerulnek kiosztasra a virtualis gépekhez
 VGPU hasznalata
* Nvidia Grid technologia

« A GPU kartyak memoaria alapjan kerulnek felosztasra

» Az egyes virtualis gépek dedikaltan a GPU kartyak egy szeletéhez (vagy a teljes kartyahoz) férnek
hozza

« Egy virtualis géphez egy darab vGPU rendelhet6

» GPU eré6forras hasznalatahoz el6készitett alap képfajl tartozik, amely tartalmazza a szukséeges GPU
drivert

» Megfeleld flavor valasztasa szukseges a GPU erdforras hasznalatahoz — g2.* flavor
» A projekt regisztracio soran szukseges a GPU igényeket is megadni
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* GPU erd6forras hasznalatahoz az Ubuntu 20.04 LTS — NV kepfajlt szukséges

hasznalni
* Ubuntu 20.04-es operacios rendszer

e GPU drivert tartalmaz

« Adriver a virtualis gép elsé inditasa utan kerul telepitésre, csak ezt kovetéen hasznalhato a GPU
kartya, ez a folyamat 1-2 percet vesz igénybe

» Docker CE-t tartalmaz
« A GPU kartya elérhet6 a Docker konténerekbdl is — javasolt felhasznalas

« Javasolt minimum 16GB-os alapkotetet létrehozni
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VCPU_____RAM___|_GPURAM

g2.large 16GB
g2.xlarge 8 32GB 16GB
g2.2xlarge 16 04GB 32GB
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gép létrehozasa ELKH Cloud

 Tavoli elérés biztositasa
» SSH kulcs generalasa vagy meglévo kulcs feltoltése
» Biztonsagi csoport letrehozasa, a tavoli elérés biztositasahoz

« TCP 22 és 8888 portok szukseégesek Launch nstance .
« Virtualis gép letrehozasa “‘
+ Ubuntu 20.04 LTS - NV forras képfajl felhasznalasa | ... .
« g2.* flavor valasztasa a sziikséges GPU méret et i
fliggvényében B
* Minimum 16GB-os kotet hasznalata
» A korabban létrehozott biztonsagi csoport kivalasztasa | . o v
» Generalt vagy feltoltott kulcs hozzaadasa 1
» Kotet hozzarendeléese

» Tavoli eléréshez Floating IP hozzarendelése
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Csatlakozas a létrehozott virtualis d 2 O, szmax @REnEr  ELKH| e

géphez ELKH Cloud

» TOltsuk le és telepitsuk a PUTTY programot:
e https://www.putty.org
. , . . . I_{J\ PuTTY Configuration
» A programot elinditva adjuk meg a kovetkezOket: —
. R , . o , |- Session | Basic options for your PuTTY session |
* Host Name: a virtualis gép kulso IP cime jm“ﬁ T
, , , , oa Host Mame (or IP address) Part
» Port: a géphez kapcsolodo SSH port, alapbdl 22-es B | 2]
, ’ TEPRL , , y . , - Features Connection type:
* A generalt és letoltott vagy mar meglevo privat kulcs o Wndon ORaw  OTebet ORlogn @5SH O Sere
felhasznalasa, amelynek publikus parjat e
, ) i , (- Selection | |
hozzaadtuk a virtualis géphez | Com — -
 Csatlakozas a virtualis géphez Dae Save
oy
- Telnet Delete
- Rlogin
[+-55H
- Seal Close window on exit:
(JAMways () Mever (8 Only on clean exit
About Help Cancel
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GPU driver telepitésének
ellenorzése ELKH Cloud

Eétvds Lorand
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$ sudo tail -f /var/log/cloud-init-output.log

:~%$ sudo tail -f /var/log/cloud-init-output.log

Install NVIDIA's 32-bit compatibility libraries?
[default: (Y)es]: Searching for conflicting files:
Searching: [##sstittttHHHHH ] 100%
Installing 'NVIDIA Accelerated Graphics Driver for Linux-x86_64' (478.63.01):
Installing: [##siiiitittiiiHHHH R nn] 100%
Driver file installation is complete.
Installing DHKMS kernel module:
Adding to DKMS: [H#HH#HHHRBRRHHHHHBRERRRBAABHERAE] 100%
Running distribution scripts
Executing /usr/lib/nvidia/post-install: [######asnnstuntttnninntinniunis] 100%
Running post-install sanity check:
Checking: [#####BEHHHRRRBBEEHEEHHBRRHRREA] 100%
Post-install sanity check passed.
Running runtime sanity check:
Checking: [###aititittiiiH ] 100%
Runtime sanity check passed.

Installation of the kernel module for the NVIDIA Accelerated Graphics Driver for Linux-x86_64 (version 478.63.01) is now complete.
Cloud-init v. 21.3-1-g6803368d-8ubuntul~20.604.4 running 'modules:final' at Wed, 24 Nov 2821 10:18:22 +0008. Up 26.32 seconds.

Cloud-init v. 21.3-1-g6803368d-Bubuntul~20.04.4 finished at Wed, 24 Nov 20821 10:19:55 +8888. Datasource DataSourceOpenStackLocal [
net,ver=2]. Up 119.17 seconds
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$ docker run --rm --gpus all nvidia/cuda:11.0-base nvidia-smi

$ docker run --rm --gpus all nvidia/cuda:11.8-base nvidia-smi

Unable to find image 'nvidia/cuda:11.8-base' locally
11.0-base: Pulling from nvidia/cuda
S54eelf796ale: Pull complete
f7bfea53adl2: Pull complete
46d371e82873: Pull complete
b66c17bbf772: Pull complete
36U42fla6dfb3: Pull complete
e5ce55b8bUdb9: Pull complete
155bc8332bfa: Pull complete
Digest: sha256:77Uca3d612del5213182c2dbbbab5dfulddcs5cf98708cazbebcoedch2Tfac3de7a
Status: Downloaded newer image for nvidia/cuda:11.8-base

24 18:24:85 2821

NVIDIA-SMI 4708.63.81 Driver Version: 476.63.81 CUDA Version: 11.
_______________________________ +______________________
Volatile Uncorr. ECC
GPU-Util Compute M.

MIG M.

GPU Name Persistence-M| Bus-Id
Fan Temp Perf Pur:Usage/Cap]| Memory-Usage

8 GRID V180DX-16C On 00POPOO0:06:00.0 OFF
N/A  N/A [=12] N/A /S N/A 1104MiB / 1638UMiB

+——— ——— 4

PID Type Process name GPU Memory
Usage




GPU eroforras hasznalata Jupyter
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$ docker run -d --restart always --gpus all -p 8888:8888 -e JUPYTER_PASSWORD=elkhcloud --name
jupyterlab sztakilpds/tensorflow:2.4.2-gpu-jupyterlab

:~% docker run -d --restart always --gpus all -p 8888:8888 —-e JUPYTER_PASSWORD=elkhcloud --name jupyterlab sztakilpds
/tensorflow:2.4.2-gpu-jupyterlab
Unable to find image 'sztakilpds/tensorflow:2.4.2-gpu-jupyterlab' locally
2.4.2-gpu-jupyterlab: Pulling from sztakilpds/tensorflow
171857cU49def: Pull complete
gioesdeuuy7d2e6: Pull complete
61e52f862619: Pull complete
2a93278deddf: Pull complete
c9fe8e849843: Pull complete
8189556b2329: Pull complete
75897ald@d2a: Pull complete
938849f9c6ab: Pull complete
278eT7c633afe: Pull complete
a76au49b37210: Pull complete
Ta63738ae83e: Pull complete
2cf19dc773d0: Pull complete
db964699c31b: Pull complete
656a9211af67: Pull complete
9eblef9ellb7: Pull complete
208968eclaSb: Pull complete
c139288729cB: Pull complete
9bbBueB55bbf: Pull complete
Digest: sha256:d6e5f0398eccab89e6cfbbB83f9a3U8350e86655516Ff88elf831d5e3dae2lcaTd
Status: Downloaded newer image for sztakilpds/tensorflow:2.u4.2-gpu-jupyterlab
8137d01cabab368289e4b3875d30dfb5228bc392bb8191c3b8ef1177069cdeec

; $|




Belepés a Jupyter Notebook D sz EREner  ELKH|

feluletre L
Jupyter Server x +
< C 193.225.250.246
Reading list
— Jupyter

A virtualis gép

inditasakor megadott

Floating IP cim | : |

Passward:‘ sennanns] | Log in

A JupyterLab
inditasakor megadott
jelszo, pl: elkhcloud
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import tensorflow as tf
print({“Num GPUs Available: ", len(tf.config.list physical devices('GPU")))

IHum GPUs Available: 1|

tf.config.list physical devices('GPU")

|[F'h],.-'E.in::.El1II:I-E1.fi|::E-::rluam'nE:',-"|:|I"|1..f5:|'.1:E||l_|:levin:-:a:-I'jF‘L!:I.E:I’_r device type="GPU")]
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model.fit(x_train, y_train, epochs=2@)

Epoch 1/28
1875/1875 [==============================
Epoch 2/28
1875/1875 [==============================
Epoch 3/20
1875/1875 [==============================
Epoch 4/20
1875/ 1875 [==============================
Epoch 5/28
1875/1875 [==============================
Epoch &/28
1403/1875 [=========s===========}........

75 3ms/step - loss: @.4818 - accuracy: @.8594
6s 3msS/step - loss: @.1518 - accuracy: @.9552

Es 3ms/step - loss: @.1BE1 - accuracy: @.9678

$ docker run --rm --gpus all nvidia/cuda:11.8-base nvidia-smi

Wed Nov 24 11:63:15 2821

Driver Version: 476.63.681

GPU Name Persistence-M| Bus-Id Volatile Uncorr. ECC |

Fan Temp Perf Puwr:Usage

V188DX-16C 0

N/JA  N/A P8 N/A /

/cap|

n
N/A

Type

GPU-Util Compute M. |
MIG M.

00000000 :06:080.8 OFF
15614MiB / 163BUMiB

Process name
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